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Cipher against Related-Key and Chosen-Key Attacks?
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Abstract. The iterated Even-Mansour cipher is a construction of a block cipher from r public
permutations P1, . . . , Pr which abstracts in a generic way the structure of key-alternating ciphers.
The indistinguishability of this construction from a truly random permutation by an adversary
with oracle access to the inner permutations P1, . . . , Pr has been investigated in a series of
recent papers. This construction has also been shown to be (fully) indifferentiable from an ideal
cipher for a sufficient number of rounds (five or twelve depending on the assumptions on the
key-schedule). In this paper, we extend this line of work by considering the resistance of the
iterated Even-Mansour cipher to xor-induced related-key attacks (i.e., related-key attacks where
the adversary is allowed to xor any constant of its choice to the secret key) and to chosen-key
attacks. For xor-induced related-key attacks, we first provide a distinguishing attack for two
rounds, assuming the key-schedule is linear. We then prove that for a linear key-schedule, three
rounds yield a cipher which is secure against xor-induced related-key attacks up to O(2 n

2 ) queries
of the adversary, whereas for a nonlinear key-schedule, one round is sufficient to obtain a similar
security bound. We also show that the iterated Even-Mansour cipher with four rounds offers
some form of provable resistance to chosen-key attacks, which is the minimal number of rounds
to achieve this property. The main technical tool that we use to prove this result is sequential
indifferentiability, a weakened variant of (full) indifferentiability introduced by Mandal et al.
(TCC 2010).
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1 Introduction

Background. The Even-Mansour construction, and its generalization, the iterated Even-
Mansour (IEM for short) construction, is a very simple way to define a block cipher from a set
of r public permutations P1, . . . , Pr of {0, 1}n. Given a plaintext x ∈ {0, 1}n, the ciphertext
y is computed as

y = kr ⊕ Pr(kr−1 ⊕ Pr−1(· · ·P2(k1 ⊕ P1(k0 ⊕ x)) · · · )),

where the n-bit round keys k0, . . . , kr are either independent or derived from a master key
k through key derivation functions (γ0, . . . , γr). It abstracts in a generic way the high-level
structure of most key-alternating ciphers such as AES. The nonexistence of generic attacks
(i.e., attacks that are possible independently of a particular instantiation of the permutations
P1, . . . , Pr) against this construction can be studied in the Random Permutation Model,
where the Pi’s are modeled as public random permutations to which the adversary is only
given black-box (oracle) access.

The security of this construction in the traditional (single-key) indistinguishability frame-
work (in other words, its pseudorandomness) has been extensively studied, starting with
the seminal work of Even and Mansour for r = 1 round [EM97]. For an arbitrary num-
ber r of rounds, the case where all round keys are independent is by now well under-
stood [BKL+12, Ste12, LPS12, CS14], and a tight security bound of O(2

rn
r+1 ) queries has

been established [CS14]. Chen et al. [CLL+14] also considered, for r = 2, the more complex
case where the round keys are derived from an n-bit master key (as well as the case where the
two inner permutations P1 and P2 are identical), and showed that a O(2

2n
3 )-security bound

still holds in that case.
On the other hand, two recent papers [ABD+13, LS13] explored a very strong security

property of this construction, namely (full) indifferentiability from an ideal cipher (where
“full” indifferentiability refers to the notion of Maurer et al. [MRH04]), which roughly ensures
that the construction “behaves” in some well-defined sense as an ideal cipher, i.e., a block
cipher drawn at random from the set of all block ciphers of some given block- and key-
length. Andreeva et al. [ABD+13] showed that this property is achieved by the 5-round IEM
cipher, assuming the key derivation function is modeled as a random oracle, while Lampe and
Seurin [LS13] showed this for the 12-round IEM cipher, lifting the cryptographic requirement
on the key derivation (namely, their result holds for the trivial key-schedule, i.e., when all
round keys are equal to the n-bit master key).

In this paper, we complete the picture of the security of the IEM construction by consider-
ing security notions that lie between mere pseudorandomness and full indifferentiability from
an ideal cipher, namely security against xor-induced related-key attacks (XRKA for short),
i.e., related-key attacks where the adversary is allowed to xor any constant of its choice to the
secret key, and against chosen-key attacks (CKA for short).

Related-Key Attacks. We start by considering XRKAs, which are important for at least
two reasons. First, they arise naturally in a number of contexts, such as the f8 and f9 protocols
of the 3GPP standard [IK04]. Second, from a theoretical point of view, they are the simplest
kind of attacks to have the completeness property [GL10], namely, for any keys k, k′ ∈ {0, 1}n,
there exists ∆ ∈ {0, 1}n such that k⊕∆ = k′. In order to study the resistance of the r-round
IEM cipher to XRKAs, we use the traditional indistinguishability-based model of Bellare
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and Kohno [BK03], albeit adapted to the Random Permutation Model. This means that
the adversary has access to r + 1 oracles: a related key oracle which takes as input an offset
∆ ∈ {0, 1}n and a plaintext x ∈ {0, 1}n (or a ciphertext y ∈ {0, 1}n), and r permutation oracles
that we denote P = (P1, . . . , Pr). The goal of the adversary is to distinguish two worlds: the
“real” world, where on input (∆,x), the related key oracle returns EMP

k⊕∆(x), where EMP is
the iterated Even-Mansour construction instantiated with permutations P and k ∈ {0, 1}n is a
random key, and the “ideal” world, where the related key oracle returns Ek⊕∆(x) for a random
block cipher E independent from P. We start by describing a very efficient distinguishing
XRKA on the 2-round IEM construction whenever the key derivation functions γi are linear
(with respect to xor).1 This somehow comes as a surprise since Bogdanov et al. [BKL+12]
had previously conjectured that two rounds should be sufficient to prevent “certain types” of
related-key attacks.2 Motivated by this finding, we then consider what is the minimal number
of rounds required to achieve provable security against XRKAs.3 We first show that for the
trivial key-schedule (all round keys are equal to the n-bit master key), the 3-round IEM cipher
is secure against XRKAs up toO(2

n
2 ) queries of the adversary. We note that an n-bit-key block

cipher cannot deliver more than n/2 bits of security against XRKAs [BK03, Corollary 5.7],
so that our bound is tight. If one is willing to use a cryptographically strong key-schedule,
we show that a similar security bound is already attained with one round, assuming the key
derivation functions are nonlinear (i.e., they have a small maximal differential probability).
In this latter case, we note that our security bound is matched by a standard (i.e., non
related-key) attack, namely Daemen’s attack [Dae91].

Application to Tweakable Block Ciphers. We note that our results about the XRKA-
security of the IEM construction have a direct application to the construction of tweakable
block ciphers [LRW02] provably secure in the Random Permutation Model. Indeed, as hinted
by Liskov et al. [LRW02] and formally proved by Bellare and Kohno [BK03, Theorem 7.1],
an XRKA-secure block cipher E with key space {0, 1}κ immediately gives rise to a secure
tweakable block cipher Ẽ (with tweak space {0, 1}κ) by letting

Ẽ(k, t, x) def= E(k ⊕ t, x),

where t is the tweak input. This, combined with Theorem 2, implies that the construction de-
picted on Figure 1 is a tweakable block cipher secure up to the birthday bound (in the Random
Permutation Model). More precisely, the advantage of the best distinguisher against this con-
struction is upper bounded by the same quantity as in Theorem 2.4 A similar transformation
can be applied to the (1-round) Even-Mansour construction with a nonlinear key-schedule.

1 Usually, in the case of standard (single-key) attacks, a distinguishing attack immediately gives rise to a
key-recovery attack with similar complexity. This does not seem to be the case here, and we do not know
whether our distinguishing XRKA can be converted into a key-recovery XRKA of similar complexity.

2 The authors of [BKL+12] did not formulate any precise conjecture, but they mention that the best related-
key attack they are aware of for two rounds and identical round keys is a key-recovery attack requiring
O(2 n

2 ) queries (see Appendix C.3 of the full version of their paper). Our own attack does not really improve
on Bogdanov et al.’s one since it is a distinguishing attack, yet it implies that two rounds cannot be deemed
secure against XRKAs.

3 We only consider the case where all round keys are derived from the same n-bit master key k. Indeed, it is
not hard to see that when round keys are independent, there are trivial XRKAs [BKL+12].

4 Strictly speaking, Theorem 7.1 of [BK03] was proven in the standard model, but it can easily be seen to
apply also in idealized models, such as the Random Permutation Model.
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We note that, at the high-level, the construction of Figure 1 is very similar in spirit to the
“superposition tweakey” constructions recently proposed by Jean et al. [JNP14], and our
results can be seen as a first step towards proving the soundness of the tweakey approach.

x P1

k ⊕ t
P2

k ⊕ t
P3

k ⊕ t
y

k ⊕ t

Fig. 1. A tweakable block cipher construction with tweak space {0, 1}n secure up to birthday bound in the
Random Permutation Model (the key k, the tweak t, and the plaintext x are all n-bit strings). The best
distinguishing advantage against this construction is given by the upper bound of Theorem 2.

Chosen-Key Attacks. We then turn our attention to an even stronger adversarial setting,
namely chosen-key attacks [KR07, BKN09]. In this model, the adversary is given a block
cipher, and its goal is, very informally, to exhibit some non-random behavior of the cipher, for
keys and plaintext/ciphertext pairs of its choice. Rigorously formalizing what a non-random
behavior means without ending with an unachievable definition turns out to be elusive for
similar reasons that it is hard to rigorously define what collision resistance means for a single
hash function [CGH98, Rog06].5 Luckily, working in the Random Permutation Model allows
us to escape those complications since it is somehow equivalent to considering a large class
of ciphers consisting of all key-alternating ciphers of a given block-length and with a given
key-schedule (rather than a single fully specified one, say, AES-128). In this setting, we are
able to rigorously define resistance to CKAs thanks to the notion of correlation intractability
first introduced by Canetti et al. [CGH98] in the context of hash functions.

The most convenient way we are aware of to prove that a block cipher construction is
correlation intractable is to use a weakened variant of “full” indifferentiability [MRH04],
named sequential indifferentiability (seq-indifferentiability for short), introduced by Mandal
et al. [MPS12] to prove that the 6-round Feistel construction is correlation intractable. In a
nutshell, a block cipher construction CF based on an underlying ideal primitive F is (fully)
indifferentiable from an ideal cipher if there exists a simulator S such that the two systems
(CF , F ), where F is random, and (E,SE), where E is an ideal (random) cipher, are indistin-
guishable by any (polynomially bounded) adversary D. The distinguisher can query its two
oracles as it wishes, and in the ideal world (E,SE), the simulator is not aware of the queries
made by D directly to E. Seq-indifferentiability is defined as full indifferentiability, except
that the distinguisher is restricted to only query its right oracle in a first phase (F or SE),
and then only its left oracle (CF or E). Seq-indifferentiability is closely related to the notion
of public indifferentiability [DRS09, YMO09], where in the ideal world the simulator gets to
know all the queries of the distinguisher to the ideal primitive (i.e., the ideal cipher E in
our context). We first give a “composition” theorem which relates seq-indifferentiability and
correlation intractability (a similar one was already proved in [MPS12], but here we explicitly
relate the various parameters since it is important for concrete security statements). Then, we
prove that the 4-round IEM cipher, with the trivial key-schedule, is seq-indifferentiable from

5 For example, the fact that for any fixed block cipher E, E0(0) has some fixed, non-random value may be
seen as a non-random behavior, yet arguably a harmless one.
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an ideal cipher (by a previous attack by Lampe and Seurin [LS13], this is also the minimal
number of rounds to obtain this property). This implies by our composition theorem that
the 4-round IEM cipher is correlation intractable, and hence offers some form of resistance to
CKAs, but we warn that due to the quadratic query complexity of our simulator, the provable
guarantee one obtains is not as tight as one might wish.

A Note on Known-Key Attacks. Known-key attacks refer, informally, to the setting
where the adversary is given a block cipher E and a random key k, and must exhibit some
non-random behavior of the permutation Ek [KR07]. In order to capture this security prop-
erty, Andreeva et al. [ABM13] have introduced the notion of known-key indifferentiability
(KK-indifferentiability), and they have proved that the 1-round Even-Mansour cipher is KK-
indifferentiable from an ideal cipher. This might seem surprising at first sight since KKAs
seem stronger than RKAs, yet the 1-round Even-Mansour cipher withstands the former but
not the latter. We argue however that this is due to the fact that the KK-indifferentiability
notion of [ABM13] is slightly too restrictive because it involves one single random key. We
defer the details to Appendix C.

Table 1. Summary of provable security results for the iterated Even-Mansour cipher EM[n, r, γ] (with inde-
pendent inner permutations). The trivial key-schedule means that all round keys are equal to the n-bit master
key.

Sec. notion # rounds Key sched. Sec. bound
Sim. complexity

Ref.
(query / time)

Single-key
r ≥ 1 independent 2

rn
r+1 — [CS14]

1 trivial 2 n
2 — [EM97, DKS12]

2 trivial 2 2n
3 — [CLL+14]

XOR Related-Key
3 trivial 2 n

2 — this paper
1 nonlinear 2 n

2 — this paper

Chosen-Key (Seq-indiff.) 4 trivial 2 n
4 q2 / q2 this paper

Full indiff.
5 random oracle 2 n

10 q2 / q3 [ABD+13]
12 trivial 2 n

12 q4 / q6 [LS13]

Related Work. Provable security against RKAs was already considered in previous work.
However, this was either for weak classes of RKAs (in particular, lacking the completeness
property) [BK03, Luc04], or for inefficient number-theoretic constructions [BC10]. Our own
results seem to be the first that hold both for a natural class of RKAs and for a practically-
oriented construction. For provable security against CKAs, the only previous work we are
aware of is [MPS12], which considered the 6-round Feistel construction.

In a concurrent and independent work, Farshim and Procter [FP15] also analyze the
related-key security of the iterated Even-Mansour cipher. One of their main results (Corol-
lary 3) is very similar to Theorem 2 in this paper; their bound is slightly worse than ours,
but their analysis is more general and applies to other families of related-key deriving func-
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tions than the xor-induced family. They also consider chosen-plaintext (related-key) attacks,
whereas we directly consider chosen-plaintext and ciphertext attacks.

Open Problems. Regarding related-key security, it is natural to ask how to obtain security
beyond the birthday bound (note that, by the generic attack of [BK03, Corollary 5.7], this
requires a master-key of length larger than n). We conjecture that, for a 2n-bit master key,
this necessitates at least six rounds with a linear key-schedule, and at least two rounds with
a nonlinear key-schedule. Regarding chosen-key security, an interesting open problem would
be to find a construction of a block cipher from some underlying primitive (e.g., a random
oracle or a small set of random permutations) which is seq-indifferentiable from an ideal cipher
with a linear simulator complexity (indeed, by our composition theorem, this would imply an
optimal resistance to CKAs). A first step in this direction was taken by Kiltz et al. [KPS13]
in the context of digital signatures.

Organization. We set the notation and give some useful definitions in Section 2. We then
consider the security of the IEM cipher against RKAs in Section 3 and against CKAs in
Section 4.

2 Preliminaries

General Notation. In all the following, we fix an integer n ≥ 1 and denote N = 2n. The
set of all permutations on {0, 1}n will be denoted Pn. A block cipher with key space {0, 1}κ
and message space {0, 1}n is a mapping E : {0, 1}κ × {0, 1}n → {0, 1}n such that for any key
k ∈ {0, 1}κ, x 7→ E(k, x) is a permutation. We interchangeably use the notations E(k, x) and
Ek(x). We denote BC(κ, n) the set of all block ciphers with key space {0, 1}κ and message
space {0, 1}n. For integers 1 ≤ s ≤ t, we will write (t)s = t(t− 1) · · · (t− s+ 1) and (t)0 = 1
by convention. For a function f : {0, 1}n → {0, 1}n, let

δ(f) = max
a,b∈{0,1}n,a 6=0

|{x ∈ {0, 1}n : f(x⊕ a)⊕ f(x) = b}|.

Note that δ(f) is a measure of the nonlinearity of f . A permutation f of {0, 1}n is said almost
perfect nonlinear [NK92] if δ(f) = 2.

The Iterated Even-Mansour Cipher. Fix integers n, r ≥ 1. Let γ = (γ0, . . . , γr) be a
(r + 1)-tuple of permutations of {0, 1}n. The r-round iterated Even-Mansour construction
EM[n, r, γ] specifies, from any r-tuple P = (P1, . . . , Pr) of permutations of {0, 1}n, a block
cipher with n-bit keys and n-bit messages, simply denoted EMP in all the following (param-
eters [n, r, γ] will always be clear from the context), which maps a plaintext x ∈ {0, 1}n and
a key k ∈ {0, 1}n to the ciphertext defined by (see Figure 2):

EMP(k, x) = γr(k)⊕ Pr(γr−1(k)⊕ Pr−1(· · ·P2(γ1(k)⊕ P1(γ0(k)⊕ x)) · · · )).

The pseudorandomness of the IEM cipher was mostly studied for the case of independent
round keys [BKL+12, LPS12, CS14], with the notable exception of [CLL+14]. In this paper,
we focus on the case where the round keys are derived from an n-bit master key.
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Fig. 2. The r-round iterated Even-Mansour cipher.

Related-Key Oracle. Let E ∈ BC(κ, n) be a block cipher, and fix a key k ∈ {0, 1}κ.
We define the xor-restricted related-key oracle RK[Ek], which takes as input an “offset” ∆ ∈
{0, 1}κ and a plaintext x ∈ {0, 1}n, and returns RK[Ek](∆,x) := Ek⊕∆(x). The oracle can be
queried backward, namely RK[Ek]−1(∆, y) := E−1

k⊕∆(y).

3 Resistance to Related-Key Attacks

3.1 Security Definitions

To formalize related-key attacks against the r-round IEM cipher, we extend in a straight-
forward way the classical Bellare-Kohno model [BK03] to the case where the adversary has
access to additional oracles. Formally, we consider a xor-restricted related-key adversary D
which has access to r + 1 oracles, a related-key oracle and r permutation oracles, and must
distinguish between the following two worlds:

– the “real” world, where it interacts with (RK[EMP
k ],P) where P = (P1, . . . , Pr) is a tuple

of random permutations and k is a randomly drawn key;
– the “ideal” world where it interacts with (RK[Ek],P) where P = (P1, . . . , Pr) is a tuple of

random permutations, E is an ideal cipher independent from P, and k a randomly drawn
key.

The distinguisher is adaptive, and can make two-sided queries to each oracle. As usual, we as-
sume that it is computationally unbounded, deterministic, and never makes pointless queries.
Note that in the ideal world, the key k is meaningless, and the related-key oracle RK[Ek]
simply implements an independent random permutation for each offset ∆ ∈ {0, 1}n.

The distinguishing advantage of D is defined as

Adv(D) =
∣∣∣Pr

[
DRK[EMP

k ],P = 1
]
− Pr

[
DRK[Ek],P = 1

]∣∣∣ ,
where the first probability is taken over the random choice of k and P, and the second
probability is taken over the random choice of E, k, and P.

For qe, qp non-negative integers, we define the insecurity of the iterated Even-Mansour
cipher against xor-restricted related-key attacks as

Advxor-rka
EM[n,r,γ](qe, qp) = max

D
Adv(D),

where the maximum is taken over all distinguishers making exactly qe queries to the related-
key oracle and exactly qp queries to each inner permutation oracle.
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Transcript. We summarize the information gathered by the distinguisher in what we call
the query transcript (QE ,QP1 , . . . ,QPr), defined as follows. The tuple

QE = ((∆1, x1, y1), . . . , (∆qe , xqe , yqe))

summarizes the queries to the related-key oracle, and means that the j-th query was either a
forward query (∆j , xj) and the answer yj , or a backward query (∆j , yj) and the answer xj .
Similarly, the tuple

QPi = ((ui,1, vi,1), . . . , (ui,qp , vi,qp))

summarizes the queries to the i-th inner permutation Pi, and means that the j-th query was
either a forward query ui,j and the answer vi,j , or a backward query vi,j and the answer ui,j .
(Recall that the distinguisher is deterministic, so that there is a one-to-one mapping between
this directionless representation and the raw transcript of the interaction of the distinguisher
with the oracles). A query transcript is said attainable if the probability to obtain it in the ideal
world is non-zero (hence, the set of attainable query transcripts depends on the distinguisher).
To simplify the security proof (in particular, the definition of bad transcripts), we reveal to
the distinguisher the key k at the end of its query phase (this is without loss of generality
since D is free to ignore this additional information to compute its output bit). Formally, we
append k to the query transcript (QE ,QP1 , . . . ,QPr), obtaining what we will simply call the
transcript τ = (QE ,QP1 , . . . ,QPr , k) of the attack. A transcript τ is said attainable if the
corresponding query transcript is attainable. We denote T the set of attainable transcripts.
In all the following, we denote Tre, resp. Tid, the probability distribution of the transcript τ
induced by the real world, resp. the ideal world (note that these two probability distributions
depend on the distinguisher). By extension, we use the same notation to denote a random
variable distributed according to each distribution.

Additional Notation. Given a block cipher E ∈ BC(n, n), a key k ∈ {0, 1}n, and a
related-key oracle query transcript QE , we say that (E, k) extends QE , written (E, k) ` QE ,
if Ek⊕∆(x) = y for each (∆,x, y) ∈ QE . Similarly, given a permutation P and a permutation
query transcript QP , we say that P extends QP , written P ` QP , if P (u) = v for each
(u, v) ∈ QP . It is easy to see that for any attainable transcript τ = (QE ,QP1 , . . . ,QPr , k), the
interaction of the distinguisher with oracles (RK[Ek], P1, . . . , Pr) produces τ iff (E, k) ` QE
and Pi ` QPi for i = 1, . . . , r.

The H-coefficients Technique. We will use the H-coefficients technique [Pat08], which
relies on the following lemma. See e.g. [CS14, CLL+14] for a proof.

Lemma 1. Fix a distinguisher D. Let T = Tgood tTbad be a partition of the set of attainable
transcripts. Assume that there exists ε1 such that for any τ ∈ Tgood, one has6

Pr[Tre = τ ]
Pr[Tid = τ ] ≥ 1− ε1,

and that there exists ε2 such that Pr[Tid ∈ Tbad] ≤ ε2. Then Adv(D) ≤ ε1 + ε2.
6 Recall that for an attainable transcript, one has Pr[Tid = τ ] > 0.
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3.2 The Linear Key-Schedule Case

In this section, we consider xor-induced related-key attacks against the IEM cipher with
independent permutations and a linear key-schedule. We give attacks for up to two rounds,
and then prove a O(2

n
2 )-security bound for three rounds.

A Simple Attack on One Round. We start with a very simple attack for one round. Given
a permutation P on {0, 1}n and two linear permutations γ0, γ1 : {0, 1}n → {0, 1}n, consider
the 1-round Even-Mansour cipher which maps a key k ∈ {0, 1}n and a plaintext x ∈ {0, 1}n
to the ciphertext defined as

EMP (k, x) = γ1(k)⊕ P (γ0(k)⊕ x).

Consider the distinguisher which simply queries the related-key oracle on two inputs (0, x)
and (∆,x ⊕ γ0(∆)), where ∆ 6= 0, getting respective answers y and y′, and checks whether
y′ = y⊕γ1(∆). This holds with probability 1 in the real world, but only with probability 1/N
in the ideal world, so that the distinguishing advantage of this adversary is negligibly close to
one.

An attack on Two Rounds. We then show a more intricate distinguishing attack for two
rounds (and, again, a linear key-schedule). This attack does not require to query the internal
permutation oracles, and makes only four queries to the related-key oracle. It can be seen
as a very efficient boomerang related-key attack [BDK05]. Formally, we prove the following
theorem.

Theorem 1. Let γ = (γ0, γ1, γ2) be a linear key-schedule. Then

Advxor-rka
EM[n,2,γ](4, 0) ≥ 1− 1

N
.

Proof. We denote generically (RK, (P1, P2)) the oracles to which the adversary has access.
Consider the following distinguisher (see Figure 3 for a diagram of the attack):

(1) choose arbitrary values x1, ∆1 ∈ {0, 1}n, and query y1 := RK(∆1, x1);
(2) choose an arbitrary value ∆2 ∈ {0, 1}n \ {∆1}, compute x2 := x1 ⊕ γ0(∆2 ⊕ ∆1), and

query y2 := RK(∆2, x2);
(3) choose an arbitrary ∆3 ∈ {0, 1}n \ {∆1, ∆2}, compute y3 := y1 ⊕ γ2(∆1 ⊕∆3), and query

x3 := RK−1(∆3, y3);
(4) compute ∆4 := ∆3⊕∆2⊕∆1 and y4 := y2⊕γ2(∆2⊕∆4), and query x4 := RK−1(∆4, y4);
(5) if x4 = x3 ⊕ γ0(∆3 ⊕∆4), output 1, else output 0.

When the distinguisher is interacting with the ideal world (RK[E], (P1, P2)), where E is an
ideal cipher independent from P1 and P2, the value x4 is uniformly random and independent
from x3, ∆3, and ∆4 (indeed the offsets ∆i for i = 1, 2, 3, 4 are pairwise distinct, so that y4 is
the first query to the random permutation corresponding to offset ∆4). Hence, the probability
that the distinguisher returns 1 in the ideal case is 2−n.

Now we show that when the distinguisher is interacting with the real world, i.e., with
(RK[EMP1,P2

k ], (P1, P2)), it always returns 1, independently of k, P1, and P2. Noting that, by
definition, x2 = x1 ⊕ γ0(∆2 ⊕∆1), we denote u1 the common value

u1
def= x1 ⊕ γ0(k ⊕∆1) = x2 ⊕ γ0(k ⊕∆2),

9



P1 P2

u1

u′1

v1

v′1

u2

u′2

v2

v′2

(∆1, x1)

(∆2, x2)

(∆3, x3)

(∆4, x4)

(∆1, y1)

(∆3, y3)

(∆4, y4)

(∆2, y2)

k ⊕∆1 k ⊕∆2 k ⊕∆3 k ⊕∆4

Fig. 3. A related-key attack on the iterated Even-Mansour cipher with two rounds and a linear key-schedule.

and we denote v1 = P1(u1). We also denote

u2 = v1 ⊕ γ1(k ⊕∆1) (1)
v2 = P2(u2)
u′2 = v1 ⊕ γ1(k ⊕∆2) (2)
v′2 = P2(u′2).

Hence, one has

y1 = v2 ⊕ γ2(k ⊕∆1) (3)
y2 = v′2 ⊕ γ2(k ⊕∆2). (4)

Since y3 = y1 ⊕ γ2(∆1 ⊕∆3), we can see, using (3), that

y3 ⊕ γ2(k ⊕∆3) = y1 ⊕ γ2(k ⊕∆1) = v2.

Define

v′1 = u2 ⊕ γ1(k ⊕∆3) (5)
u′1 = P−1

1 (v′1).

This implies that
x3 = u′1 ⊕ γ0(k ⊕∆3). (6)

Since y4 = y2 ⊕ γ2(∆2 ⊕∆4), we see by (4) that

y4 ⊕ γ2(k ⊕∆4) = y2 ⊕ γ2(k ⊕∆2) = v′2.

Moreover, since ∆4 = ∆3 ⊕∆2 ⊕∆1, we have

u′2 ⊕ γ1(k ⊕∆4) = u′2 ⊕ γ1(k ⊕∆2)⊕ γ1(∆1 ⊕∆3)
= v1 ⊕ γ1(k ⊕∆1)⊕ γ1(k ⊕∆3) by (2)
= u2 ⊕ γ1(k ⊕∆3) by (1)
= v′1 by (5).

This finally implies by (6) that

x4 = u′1 ⊕ γ0(k ⊕∆4) = x3 ⊕ γ0(∆3 ⊕∆4),

which concludes the proof. ut
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Security Proof for Three Rounds. We consider the 3-round IEM cipher with the trivial
key schedule (the result can be straightforwardly extended to the general case where the key
derivation functions (γ0, . . . , γ3) are any permutations). Given three permutations P1, P2, P3
on {0, 1}n, we denote EMP1,P2,P3 the 3-round IEM cipher which maps a key k ∈ {0, 1}n and
a plaintext x ∈ {0, 1}n to the ciphertext defined as

EMP1,P2,P3(k, x) = k ⊕ P3(k ⊕ P2(k ⊕ P1(k ⊕ x))).

We prove the following result.

Theorem 2. Let qe, qp be positive integers, N = 2n, and I be the trivial key-schedule. Then

Advxor-rka
EM[n,3,I](qe, qp) ≤

6qeqp
N

+ 4q2
e

N
.

Proof. The proof follows from Lemma 1, and Lemmas 2 and 3 proven below. ut

The security bound of Theorem 2 is plotted in the (qe, qp) plane on Figure 4. Regarding
tightness of this bound, we note that for any block cipher E with n-bit keys, there is a (key-
recovery) XRKA for any parameters (qe, qp) such that qeqp ∼ 2n [BK03, Corollary 5.7], so that
our bound is tight for qe ≤ 2n/2. The attack works as follows: the adversary simply queries
the related-key oracle on inputs (∆i, 0) for qe distinct values ∆i, and computes Ekj (0) for qp
distinct values kj (which, in the Random Permutation Model, translates to qp queries to each
inner permutation). If the ∆i’s and the kj ’s are chosen such that the set of values ∆i ⊕ kj
covers {0, 1}n, then there will exist a pair (i, j) such that (in the real world) k∗ ⊕ ∆i = kj ,
where k∗ is the real key used in the related-key oracle. This can be detected by looking for a
collision in the two lists (RK[Ek∗ ](∆i, 0))1≤i≤qe and (Ekj (0))1≤j≤qp , and will suggest the value
of the real key k∗. This implies in particular that, for an n-bit master-key, the security bound
cannot be improved by increasing the number of rounds of the construction.

The remaining of this section is devoted to the proof of Theorem 2. Following the H-
coefficients technique, we start by defining bad transcripts.

Definition 1. Let τ = (QE ,QP1 ,QP2 ,QP3 , k) be an attainable transcript. We say that τ is
bad if

k ∈ BadK =
⋃

1≤i≤2
BadKi

where:

k ∈ BadK1 ⇔ there exists (∆,x, y) ∈ QE and (u1, v1) ∈ QP1 such that k ⊕∆ = x⊕ u1

k ∈ BadK2 ⇔ there exists (∆,x, y) ∈ QE and (u3, v3) ∈ QP3 such that k ⊕∆ = y ⊕ v3.

Otherwise, τ is said good. We denote Tbad the set of bad transcripts, and Tgood = T \ Tbad
the set of good transcripts.

First, we upper bound the probability to get a bad transcript in the ideal world.

Lemma 2.
Pr[Tid ∈ Tbad] ≤ 2qeqp

N
.
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log2(qe)
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n

Fig. 4. The XRKA security of the 3-round IEM construction with the trivial key-schedule and of the (1-round)
Even-Mansour construction with a nonlinear key-schedule. All parameters below the solid line are secure by
Theorem 2 or Theorem 3, while all parameters above the dashed line (which merges with the solid line for
qe ≤ 2n/2) are insecure (for the 3-round construction this follows from [BK03, Corollary 5.7], while for the
1-round construction this follows from the single-key attacks of [Dae91, DKS12]). The security for parameters
between these two lines remains unknown.

Proof. Since we are in the ideal case, the key k is drawn uniformly at random at the end
of the query phase. Hence, we only need to upper bound the number of possible bad values
for k for every attainable query transcripts (QE ,QP1 ,QP2 ,QP3). Fix any query transcript
(QE ,QP1 ,QP2 ,QP3). Then, for every (∆,x, y) ∈ QE and every (u1, v1) ∈ QP1 , there is exactly
one key k such that k = x⊕∆⊕u1. Hence, |BadK1| ≤ qeqp. Similarly, |BadK2| ≤ qeqp. Hence,
for i = 1, 2,

Pr [k ←$ {0, 1}n : k ∈ BadKi] ≤
qeqp
N

.

The result follows. ut

We then consider good transcripts in the following lemma.

Lemma 3. For any good transcript τ ∈ Tgood, one has

Pr [Tre = τ ]
Pr [Tid = τ ] ≥1− 4qeqp

N
− 4q2

e

N
.

Proof. If Tgood = ∅, there is nothing to prove. Otherwise, fix a good transcript τ = (QE ,
QP1 ,QP2 ,QP3 , k). Let m denote the number of different offsets ∆ appearing in QE and qi the
number of queries using the i-th offset (ordering the offsets arbitrarily). Note that qe =

∑m
i=1 qi.

In the ideal world, one simply has

Pr[Tid = τ ] = Pr[k′ ←$ {0, 1}n : k′ = k]× Pr[Pi ←$ Pn : Pi ` QPi , i = 1, 2, 3]
× Pr[E ←$ BC(n, n) : (E, k) ` QE ]

= 1
N
· 1

((N)qp)3 ·
1∏m

i=1(N)qi
. (7)
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Now we have to lower bound the probability

Pr [Tre = τ ] = 1
N
× Pr

[
P1, P2, P3 ←$ Pn : (EMP1,P2,P3 , k) ` QE ∧ Pi ` QPi , i = 1, 2, 3

]
.

Let

U1 = {u1 ∈ {0, 1}n : (u1, v1) ∈ QP1}, V1 = {v1 ∈ {0, 1}n : (u1, v1) ∈ QP1},
U2 = {u2 ∈ {0, 1}n : (u2, v2) ∈ QP2}, V2 = {v2 ∈ {0, 1}n : (u2, v2) ∈ QP2},
U3 = {u3 ∈ {0, 1}n : (u3, v3) ∈ QP3}, V3 = {v3 ∈ {0, 1}n : (u3, v3) ∈ QP3}

denote the domains and ranges of QP1 , QP2 , and QP3 respectively. For u′1 ∈ {0, 1}n, let
X(u′1) = {(∆,x, y) ∈ QE : x ⊕ k ⊕ ∆ = u′1}, and let U ′1 = {u′1 ∈ {0, 1}n : X(u′1) 6= ∅}.
Similarly, for v′3 ∈ {0, 1}n, let Y (v′3) = {(∆,x, y) ∈ QE : y⊕ k⊕∆ = v′3}, and let V ′3 = {v′3 ∈
{0, 1}n : Y (v′3) 6= ∅}. Note that by definition of a good transcript, one has U1 ∩ U ′1 = ∅ and
V3 ∩ V ′3 = ∅. Let also α = |U ′1| and β = |V ′3 |. For clarity, we denote

U ′1 = {u′1,1, . . . , u′1,α}
V ′3 = {v′3,1, . . . , v′3,β}

using an arbitrary order. Note that

qe =
α∑
i=1
|X(u′1,i)| =

β∑
i=1
|Y (v′3,i)|. (8)

It is now sufficient for our result to lower bound the number of possible tuple of values
(v′1,1, . . . , v′1,α) and (u′3,1, . . . , u′3,β) such that, conditioned on P1(u′1,i) = v′1,i for 1 ≤ i ≤ α and
P3(u′3,j) = v′3,j for 1 ≤ j ≤ β, the event EP1,P2,P3

k ` QE is equivalent to qe “new” equations on
P2 (i.e., distinct from equations imposed by P2 ` QP2). More precisely, let N1 be the number
of tuples of pairwise distinct values (v′1,1, . . . , v′1,α) such that, for every i = 1, . . . , α:

(i) v′1,i 6= v1 for every v1 ∈ V1,
(ii) v′1,i 6= k ⊕∆⊕ u2 for every (∆,x, y) ∈ X(u′1,i), u2 ∈ U2,
(iii) v′1,i 6= ∆⊕ v′1,j ⊕∆′ for every (∆,x, y) ∈ X(u′1,i), 1 ≤ j ≤ i− 1, (∆′, x′, y′) ∈ X(u′1,j).

Then

N1 ≥
α∏
i=1

N − qp − i+ 1− |X(u′1,i)|(qp +
i−1∑
j=1
|X(u′1,j)|)


≥

α∏
i=1

(
N − qp − qe − |X(u′1,i)|(qp + qe)

)
by (8).

Similarly, let N3 be the number of tuples of pairwise distinct values (u′3,1, . . . , u′3,β) such that,
for every i = 1, . . . , β:

(i’) u′3,i 6= u3 for every u3 ∈ U3,
(ii’) u′3,i 6= k ⊕∆⊕ v2 for every (∆,x, y) ∈ Y (v′3,i), v2 ∈ V2,
(iii’) u′3,i 6= ∆⊕ u′3,j ⊕∆′ for every (∆,x, y) ∈ Y (v′3,i), 1 ≤ j ≤ i− 1, (∆′, x′, y′) ∈ Y (v′3,j).
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Then

N3 ≥
β∏
i=1

N − qp − i+ 1− |Y (v′3,i)|(qp +
i−1∑
j=1
|Y (v′3,j)|)


≥

β∏
i=1

(
N − qp − qe − |Y (v′3,i)|(qp + qe)

)
by (8).

For every possible choice of (v′1,1, . . . , v′1,α) and (u′3,1, . . . , u′3,β) satisfying these conditions, P1
will be fixed on exactly qp + α points, P2 on qp + qe points and P3 on qp + β points. In more
details, assume N1 ·N3 > 0, fix any tuples (v′1,1, . . . , v′1,α) and (u′3,1, . . . , u′3,β) satisfying these
conditions, and let Ev1 be the event that P1(u′1,i) = v′1,i for 1 ≤ i ≤ α and Ev3 be the event
that P3(u′3,j) = v′3,j for 1 ≤ j ≤ β. Then by conditions (i) and (i’) we have

Pr [Ev1 ∧ (P1 ` QP1)] = 1
(N)qp+α

Pr [Ev3 ∧ (P3 ` QP3)] = 1
(N)qp+β

.

Fix now P1 and P3 satisfying Ev1 and Ev3. For each (∆,x, y) ∈ QE , let u′2 and v′2 be respec-
tively the corresponding input and output to P2 for this query, viz., u′2 = v′1,i ⊕ k ⊕∆ for i
such that x ⊕ k ⊕ ∆ = u′1,i, and v′2 = u′3,j ⊕ k ⊕ ∆ for j such that y ⊕ k ⊕ ∆ = v′3,j . Then,
the qe values u′2 are all outside U2 by condition (ii), and pairwise distinct by condition (iii),
and similarly the qe values v′2 are all outside V2 by condition (ii’), and pairwise distinct by
condition (iii’). It follows that

Pr
[
(EMP1,P2,P3 , k) ` QE ∧ (P2 ` QP2)

∣∣∣Ev1 ∧ (P1 ` QP1) ∧ Ev3 ∧ (P3 ` QP3)
]

= 1
(N)qp+qe

.

Hence, summing over the at least N1 ·N3 possible pairs of tuples, we obtain

Pr [Tre = τ ] ≥ N1 ·N3
N · (N)qp+α · (N)qp+qe · (N)qp+β

. (9)

This last inequality is also trivially true if N1 ·N3 = 0. Using (7) and (9), one has

Pr [Tre = τ ]
Pr [Tid = τ ] ≥

N1 ·N3 ·N · (N)3
qp

∏m
i=1(N)qi

N · (N)qp+α · (N)qp+qe · (N)qp+β

≥ N1 ·N3 ·
∏m
i=1(N)qi

(N − qp)α · (N − qp)qe · (N − qp)β

≥ N1 ·N3 · (N)qe
(N − qp)α · (N − qp)qe · (N − qp)β

≥N1 ·N3
Nα+β .
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Finally, one has, since α ≤ qe,

N1
Nα

=
∏α
i=1

(
N − qp − qe − |X(u′1,i)|(qp + qe)

)
Nα

≥1−
α∑
i=1

qp + qe + |X(u′1,i)|(qp + qe)
N

≥1− qeqp
N
− q2

e

N
− (qp + qe)

α∑
i=1

|X(u′1,i)|
N

≥1− 2qeqp
N
− 2q2

e

N
by (8).

The same lower bound holds for N3
Nβ . Hence

Pr [Tre = τ ]
Pr [Tid = τ ] ≥

(
1− 2qeqp

N
− 2q2

e

N

)2

≥1− 4qeqp
N
− 4q2

e

N
. ut

3.3 The Nonlinear Key-Schedule Case

In this section, we show that when the key-schedule is nonlinear, one round is sufficient to
achieve a O(2

n
2 )-security bound against xor-induced related-key attacks.

Given a permutation P on {0, 1}n and two permutations γ0, γ1 : {0, 1}n → {0, 1}n, we
denote EMP the 1-round Even-Mansour cipher which maps a key k ∈ {0, 1}n and a plaintext
x ∈ {0, 1}n to the ciphertext defined as

EMP (k, x) = γ1(k)⊕ P (γ0(k)⊕ x).

We prove the following result.

Theorem 3. Let qe, qp be positive integers, N = 2n, and γ = (γ0, γ1). Then

Advxor-rka
EM[n,1,γ](qe, qp) ≤

2qeqp
N

+ (δ(γ0) + δ(γ1))q2
e

2N .

In particular, if γ0 and γ1 are almost perfect nonlinear permutations, then

Advxor-rka
EM[n,1,γ](qe, qp) ≤

2qeqp + 2q2
e

N
.

Proof. Deferred to Appendix B. ut

The security bound of Theorem 3 is plotted in the (qe, qp) plane on Figure 4. Regarding
tightness (with respect to information-theoretic adversaries) of this bound, we note that usual
(single-key) attacks against the traditional Even-Mansour cipher [Dae91, DKS12] apply in this
setting as well. It requires qeqp ∼ 2n, so that our bound is tight for qe ≤ 2n/2 (Figure 4).
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4 Resistance to Chosen-Key Attacks and Sequential Indifferentiability

4.1 Formalizing Chosen-Key Attacks in Idealized Models

In this section, we see a block cipher E ∈ BC(κ, n) as a primitive which takes as input
a triple α = (δ, k, z), where δ ∈ {+,−} indicates whether this is a direct (plaintext) or
inverse (ciphertext) query, k ∈ {0, 1}κ is the key, and z ∈ {0, 1}n is the plaintext/ciphertext
(depending on δ), and returns the corresponding ciphertext/plaintext (again, depending on
δ) z′ ∈ {0, 1}n. This allows the block cipher to be described as having a single interface rather
than two interfaces E and E−1. In the following, we denote Dom = {+,−}×{0, 1}κ×{0, 1}n
and Rng = {0, 1}n respectively the domain and the range of E. For an integer m ≥ 1, an
m-ary relation R is simply a subset R ⊂ Domm × Rngm.

It is well-known that it is impossible to rigorously define a notion of resistance to chosen-
key attacks for block ciphers in the standard model (i.e., for block ciphers not relying on
an underlying ideal primitive) without running into impossibility results similar to the one
of [CGH98] about random oracles. However, it is possible to avoid such pitfalls in idealized
models, as we explain now.

For this, we introduce the concept of evasive relation which, informally, refers to a relation
such that it is hard for an algorithm with oracle access to an ideal cipher E to come with a tuple
of inputs (α1, . . . , αm) such that ((α1, . . . , αm), (E(α1), . . . , E(αm))) satisfies this relation.

Definition 2 (Evasive Relation). An m-ary relation R is said (q, ε)-evasive (with respect
to an ideal cipher) if for any oracle Turing machineM making at most q oracle queries, one
has

Pr
[
E ←$ BC(κ, n), (α1, . . . , αm)←ME : ((α1, . . . , αm), (E(α1), . . . , E(αm))) ∈ R

]
≤ ε,

where the probability is taken over the random draw of E and the random coins ofM.

Example 1. Consider the problem of finding a preimage of zero for a compression function
f(k, x) := E(k, x)⊕ x built from a block cipher E in Davies-Meyer mode, i.e., finding a pair
(k, x) such that E(k, x)⊕ x = 0. This corresponds to the unary relation R = {((+, k, x), y) ∈
Dom × Rng : x ⊕ y = 0}. A celebrated result by Winternitz [Win84], generalized by Black
et al. [BRS02], says that this relation is (q,O(q/2n))-evasive with respect to an ideal cipher.
Similarly, the collision resistance of the Davies-Meyer mode [BRS02] can be recast as a binary
(q,O(q2/2n))-evasive relation for the underlying block cipher.

Definition 3 (Correlation Intractable Block Cipher). Let C be a block cipher construc-
tion using (in a black-box way) an underlying primitive F , and let R be an m-ary relation. CF
is said to be (q, ε)-correlation intractable with respect to R if for any oracle Turing machine
M making at most q oracle queries, one has

Pr
[
(α1, . . . , αm)←MF : ((α1, . . . , αm), (CF (α1), . . . , CF (αm))) ∈ R

]
≤ ε,

where the probability is taken over the random draw of F (in some well-understood set) and
the random coins ofM.
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Informally, a block cipher construction CF can be deemed resistant to chosen-key attacks
if for any (q, ε)-evasive relation R, CF is (q′, ε′)-correlation intractable with respect to R with
q′ ' q and ε′ ' ε. Note that our definitions above are information-theoretic, since later we
will be able to prove information-theoretic security for the 4-round IEM cipher. There is no
obstacle in providing corresponding computational definitions by taking the running time of
the algorithms into account.

4.2 Sequential Indifferentiability

We define here the notion of sequential indifferentiability (seq-indifferentiability for short),
introduced by [MPS12], which is a weakened variant of (full) indifferentiability as introduced
by [MRH04], and then explain how it is related to correlation intractability. We use the defi-
nition of sequential indifferentiability given in [MPS12], tailored to the case of block ciphers.

We start with some definitions. Let C be a block cipher construction using in a black-box
way an underlying primitive F . Let D be a distinguisher accessing a pair of oracles that we
denote generically (E,F ), which can be either the construction together with the underlying
primitive F , i.e., (CF , F ), or (E,SE) where E is an ideal cipher and S is an oracle Turing
machine with oracle access to E called a simulator. We will refer informally to E as the left
oracle and F as the right oracle. A distinguisher is said to be sequential if after its first query
to its left (construction/ideal cipher) oracle, it does not query its right (primitive/simulator)
oracle any more. Hence, such a distinguisher works in two phases: first it queries only its right
oracle, and then only its left oracle (see Figure 5). We define the total oracle query cost of D
as the total number of queries received by F (from D or C) when D interacts with (CF , F ).
In particular, if C makes c queries to F to answer any query it receives, and if D makes qe
queries to its left oracle and qf queries to its right oracle, then the total oracle query cost of
D is at most qf + cqe.

Definition 4 (Seq-indifferentiability). Let q, σ, t ∈ N and ε ∈ R+. A block cipher con-
struction C with black-box access to an ideal primitive F is said to be (q, σ, t, ε)-seq-indifferen-
tiable from an ideal cipher if there exists an oracle algorithm S such that for any sequential
distinguisher D of total oracle query cost at most q, S makes at most σ oracle queries, runs
in time at most t, and one has∣∣∣Pr

[
DE,SE = 1

]
− Pr

[
DCF ,F = 1

]∣∣∣ ≤ ε,
where the first probability is taken over the random draw of the ideal cipher E and the random
coins of S, and the second probability is taken over the random draw of F (from some well
understood set).

Note that this definition is information-theoretic (the distinguisher might be computationally
unbounded), and demands the existence of a universal simulator (this is sometimes called
strong indifferentiability; when the simulator is allowed to depend on the distinguisher, this
is called weak indifferentiability).

The usefulness of seq-indifferentiability in the context of CKAs comes from the following
theorem (the proof is essentially similar to the proof of [MPS12, Theorem 3], but we make
the relation between the various parameters explicit).
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Fig. 5. The sequential indifferentiability notion. The numbers next to query arrows indicate in which order the
distinguisher accesses both oracles. After its first query to the left oracle, the distinguisher cannot query the
right oracle any more.

Theorem 4. Let C be a block cipher construction using (in a black-box way) an underlying
primitive F such that C makes at most c queries to F on any input. Assume that CF is
(q + cm, σ, t, ε)-seq-indifferentiable from an ideal cipher. Then for any m-ary relation R, if
R is (σ + m, εR)-evasive with respect to an ideal cipher, then CF is (q, ε + εR)-correlation
intractable with respect to R.

Proof. Assume that there exists an m-ary relation R which is (σ + m, εR)-evasive but such
that CF is not (q, ε + εR)-correlation intractable with respect to R. Then there exists an
oracle machine M making at most q oracle queries such that MF outputs with probability
ε′ > εR + ε a sequence (α1, . . . , αm) such that

((α1, . . . , αm), (CF (α1), . . . , CF (αm))) ∈ R.

Consider the following sequential distinguisher D accessing a pair of oracles (E,F ): it runs
M, answeringM’s oracle queries with its own oracle F , untilM returns a tuple (α1, . . . , αm).
D then makes oracle queries E(α1), . . . , E(αm) and checks7 whether

((α1, . . . , αm), (E(α1), . . . , E(αm))) ∈ R.

If this is the case it returns 1, otherwise it returns 0. Note that the total oracle query cost of
D is at most q + cm.

When the distinguisher is interacting with (CF , F ), the probability that it returns 1 is
exactly ε′ > εR + ε. On the other hand, when it interacts with (E,SE), then the union of D
and S is an oracle machine with oracle access to E making at most σ +m oracle queries, so
that, by definition of a (σ+m, εR)-evasive relation, D outputs 1 with probability at most εR.
Hence, the advantage of the distinguisher is ε′ − εR > ε, which contradicts the (q+ cm, σ, ε)-
seq-indifferentiability of C. ut

7 Note that we are working in the information-theoretic framework, so that the running time of D is irrelevant.
In the computational framework, one should take into account the time necessary to recognize relation R.
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Interpretation. Assuming c and m are constants which are negligible compared with q and
σ, Theorem 4 can be paraphrased as follows: if C is (q, σ, t, ε)-seq-indifferentiable from an ideal
cipher, and if a relation R cannot be found with probability better than εR with σ queries
to an ideal cipher, then R cannot be found for CF with probability better than ε + εR with
q queries to F . (Note that the running time of the simulator is irrelevant here since we used
an information-theoretic definition of correlation intractability.) Hence, seq-indifferentiability
measures how much easier it is to find some relation R for a block cipher construction CF than
for an ideal cipher. In a sense, Theorem 4 can be seen as the analogue in the case of sequential
indifferentiability of the composition theorem of [MRH04, RSS11] for full indifferentiability.

If one is only concerned with asymptotic security, then seq-indifferentiability implies corre-
lation intractability in the following sense. Let (CFn )n∈N be a block cipher construction family
indexed by a security parameter n. We simply say that CFn is seq-indifferentiable from an ideal
cipher if for any q ∈ poly(n), CFn is (q, σ, t, ε)-seq-indifferentiable from an ideal cipher with
σ, t ∈ poly(n) and ε ∈ negl(n). We simply say that CFn is correlation intractable if for any
(q, ε)-evasive relation R (with respect to an ideal cipher) where q ∈ poly(n) and ε ∈ negl(n),
CFn is (q′, ε′)-correlation intractable with respect to R for some q′ ∈ poly(n) and ε′ ∈ negl(n).
Then a direct corollary of Theorem 4 is that if CFn is (asymptotically) seq-indifferentiable from
an ideal cipher, then it is also (asymptotically) correlation intractable.

However, if we adopt the “concrete” security viewpoint, then the exact seq-indifferentiabili-
ty parameters are important to quantify how well exactly the construction withstands chosen-
key attacks. Consider Example 1 of preimage resistance of the Davies-Meyer compression
function, which can be phrased as a (q,O(q/2n))-evasive relation R for the underlying (ideal)
cipher. Assume that a block cipher construction CF is (q, σ, t, ε)-seq-indifferentiable from an
ideal cipher with, e.g., σ = O(q2) and ε = O(q2/2n). Then Theorem 4 implies that CF is
(q,O(q2/2n))-correlation intractable with respect to R, or in other words, that the Davies-
Meyer compression function based on CF is (q,O(q2/2n))-preimage resistant (in the ideal-
F model). Hence, the quadratic query complexity of the simulator implies a security loss
for correlation intractability. This motivates to look for block cipher constructions that are
(q, σ, t, ε)-seq-indifferentiable from an ideal cipher with σ = O(q) and ε = O(q/2n), which we
leave for future work.

4.3 Proof of Sequential Indifferentiability for Four Rounds

Four Rounds Are Necessary. We first recall that Lampe and Seurin gave an attack
against full indifferentiability of the 3-round IEM cipher [LS13] (a different attack has been
independently described by Andreeva et al. [ABD+13]). A closer look at their attack shows
that their distinguisher is in fact sequential (we refer to [LS13] for a detailed description
of the attack for reasons of space), so that the 3-round IEM cipher cannot even be seq-
indifferentiable from an ideal cipher. Hence, at least four rounds are necessary (and, as we
will see now, sufficient) to achieve seq-indifferentiability from an ideal cipher.

Main Result. We now state and prove the main result of this section regarding the seq-
indifferentiability of the 4-round IEM cipher. The proof essentially follows the same lines as
the proof of full indifferentiability of [LS13] for twelve rounds, but is quite simpler since the
simulator does not recurse when completing chains.
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Fig. 6. The 4-round iterated Even-Mansour cipher with independent permutations and identical round keys.
The detection and adaptations zones used by the simulator for proving seq-indifferentiability from an ideal
cipher are also depicted.

Theorem 5. Let N = 2n. For any integer q such that q2 ≤ N/4, the 4-round IEM construc-
tion (with independent permutations and identical round keys) is (q, σ, t, ε)-seq-indifferentiable
from an ideal cipher with n-bit blocks and n-bit keys, with

σ = q2, t = O(q2), and ε = 68q4

N
.

Remark 1. It was shown in [MPS12] that for stateless ideal primitives (i.e., primitives whose
answers do not depend on the order of the queries it receives), seq-indifferentiability implies
public indifferentiability [YMO09, DRS09], a variant of indifferentiability where the simulator
gets to know all queries of the distinguisher to E. Since an ideal cipher is stateless, Theorem 5
implies that the 4-round IEM construction is also publicly indifferentiable from an ideal cipher.

In order to prove this theorem, we will first define a simulator S, then prove that it
runs in polynomial time and makes a polynomial number of queries (Lemma 4), and finally
prove that the two systems Σ1 = (E,SE) and Σ3 = (EMP,P) are indistinguishable, using an
intermediate system Σ2 that we will describe later (Lemmas 6 and 7).

Informal Description of the Simulator and Notation. We start with an informal
description of the simulator (a formal description in pseudocode is given in Appendix A).
The simulator offers an interface Query(i, δ, w) to the distinguisher for querying the internal
permutations, where i ∈ {1, . . . , 4} names the permutation, δ ∈ {+,−} indicates whether this
a direct or inverse query, and w ∈ {0, 1}n is the actual value queried. For each i = 1, . . . , 4, the
simulator internally maintains a table Πi mapping entries (δ, w) ∈ {+,−}× {0, 1}n to values
w′ ∈ {0, 1}n, initially undefined for all entries. We denote Π+

i , resp. Π
−
i , the (time-dependent)

sets of strings w ∈ {0, 1}n such that Πi(+, w), resp. Πi(−, w), is defined. When the simulator
receives a query (i, δ, w), it looks in table Πi to see whether the corresponding answer Πi(δ, w)
is already defined. When this is the case, it outputs the answer and waits for the next query.
Otherwise, it randomly draws an answer w′ ∈ {0, 1}n and defines Πi(δ, w) := w′ as well
as the answer to the opposite query Πi(δ̄, w′) := w. In order to handily describe how the
answer w′ is drawn, we make the randomness used by the simulator explicit through a tuple
of random permutations P = (P1, . . . , P4). As for the ideal cipher E, we formally let each Pi
have a single interface, namely Pi := {+,−} × {0, 1}n → {0, 1}n, and for any u, v ∈ {0, 1}n,
Pi(+, u) = v ⇔ Pi(−, v) = u. We assume that the tuple (P1, . . . , P4) is drawn uniformly at
random at the beginning of the experiment, but we note that S could equivalently lazily sample
these permutations throughout its execution. Then w′ is simply defined by the simulator as
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w′ := Pi(δ, w). (For reasons that will become clear later, this is not equivalent to drawing w′
uniformly from {0, 1}n \Π δ̄

i , see Remark 2.)
After this random choice of the answer w′, and before returning it to the distinguisher,

the simulator takes additional steps to ensure consistency with the ideal cipher E by running
a chain completion mechanism. Namely, if the distinguisher called Query(i, δ, w) with i = 2 or
3, the simulator completes all newly created “chains” (v2, u3), where v2 ∈ Π−2 and u3 ∈ Π+

3
by executing a procedure CompleteChain(v2, u3, `), where ` indicates where the chain will be
“adapted”. For example, assume that the distinguisher called Query(2,+, u2) and that the
answer randomly chosen by the simulator was v2 (or the backward counterpart, namely the
distinguisher called Query(2,−, v2) and the answer randomly chosen by the simulator was
u2). Then for each u3 ∈ Π+

3 , the simulator computes the corresponding key k := v2 ⊕ u3,
and evaluates the IEM construction backward, letting u2 := Π2(−, v2) and v1 := u2 ⊕ k,
and forward, letting v3 := Π3(+, u3), u4 := v3 ⊕ k, v4 := Π4(+, u4) (setting this value at
random in case it was not in Π4), y := v4 ⊕ k, x := E(−, k, y) (hence making a query to
E to “wrap around”), and u1 := x ⊕ k, until the corresponding input/output values (u1, v1)
for the first permutation are defined. It then “adapts” (rather than setting randomly) table
Π1 by calling procedure ForceVal(u1, v1, 1) which sets Π1(+, u1) := v1 and Π1(−, v1) := u1
in order to ensure consistency of the simulated IEM construction with E. (A crucial point of
the proof will be to show that this does not cause an overwrite, i.e., that these two values are
undefined before the adaptation occurs.) In case the query was to Query(3, ·, ·), the behavior
of the simulator is symmetric, namely adaptation of the chain takes place in table Π4.

In all the following, we define the size of each table Πi as |Πi| = max{|Π+
i |, |Π

−
i |}. (Note

that as long as no value is overwritten in the tables, |Π+
i | = |Π

−
i |.)

Remark 2. As already noted, we could have easily described an equivalent simulator that lazily
samples the random permutations (P1, . . . , P4) throughout its execution. However, we remark
that this is not equivalent to replacing line (6) of the formal description of the simulator in
Appendix A by w′ ←$ {0, 1}n \Π δ̄

i for i = 1 and i = 4 since the simulator sometimes adapts
the value of these tables, so that the tables Πi and the permutations Pi will differ in general
on the adapted entries.

Complexity of the Simulator. We start by proving that the simulator runs in polynomial
time and makes a polynomial number of queries to the ideal cipher. More precisely, we have
the following lemma.

Lemma 4. Consider an execution of the simulator SE where the simulator receives at most
q queries in total. Then:

(i) the size of Π2 and Π3 is at most q, and the size of Π1 and Π4 is at most q2 + q;
(ii) the simulator executes CompleteChain at most q2 times, makes at most q2 queries to E,

and runs in time O(q2).

Proof. The size ofΠ2, resp.Π3, can only increase by one when the distinguisher makes a direct
call to Query(2, δ, w), resp. Query(3, δ, w), so that the size of Π2 and Π3 is at most q. Procedure
CompleteChain is called once for each pair (v2, u3) ∈ Π−2 × Π

+
3 , hence at most q2 times in

total. Since the simulator makes exactly one query to E per execution of CompleteChain, the
total number of queries made by the simulator to E is at most q2. The size of Π1, resp. Π4,
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Fig. 7. Systems used in the seq-indifferentiability proof.

can only increase by one when the distinguisher calls Query(1, δ, w), resp. Query(4, δ, w), or
when CompleteChain is called, hence the size of Π1 and Π4 is at most q2 + q. Clearly, the
simulator running time is dominated by the executions of CompleteChain, hence the simulator
runs in time O(q2). ut

Intermediate System. In all the following, we consider some fixed distinguisher D, and
assume that it is deterministic (this is wlog since we consider computationally unbounded
distinguishers). We will denote S(E,P) rather than S(P)E the simulator with oracle access
to the ideal cipher E and using random permutations P as source of randomness. In order
to prove the indistinguishability of the two systems (E,S(E,P)) and (EMP,P), we will use
an intermediate system.8 Let Σ1 be the “ideal” world where the distinguisher interacts with
(E,S(E,P)). Note that all the randomness of system Σ1 is captured by the pair (E,P).
Let also Σ3 be the “real” world where the distinguisher interacts with (EMP,P). All the
randomness of system Σ3 is captured by P. In the intermediate system Σ2, the distinguisher
interacts with (EMS(E,P),S(E,P)) (see Figure 7). In words, the right oracle is the simulator
S(E,P) with oracle access to an ideal cipher E as in Σ1, but now the left oracle is the 4-round
IEM construction with oracle access to S(E,P) (rather than random permutations). As for
Σ1, all the randomness of system Σ2 is captured by (E,P).

Transition from Σ1 to Σ2 and Good Executions. We first consider the transition from
the first to the second system.

Definition 5. A pair (E,P) is said good if the simulator never overwrites an entry of its
tables Πi during an execution of DΣ2(E,P). Otherwise the pair is said bad.

8 We warn that this intermediate system is different from the one used in [LS13] to prove full indifferentiability
of the 12-round IEM cipher, namely (EMP,S(EMP,P)). It is in fact analogue to the one used by [MPS12]
to prove the seq-indifferentiability of the 6-round Feistel construction.
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An overwrite may happen either during a random assignment (line (8) of the formal description
of the simulator in Appendix A), or when adapting a chain (lines (48) and (49)). Note that
whether a pair (E,P) is good or not depends on the distinguisher D. We first upper bound
the probability that a random pair (E,P) is bad.

Lemma 5. Consider a distinguisher D of total oracle query cost at most q, with q2 ≤ N/4.
Then a uniformly random pair (E,P), where E ←$ BC(n, n) and P ←$ (Pn)4, is bad (with
respect to D) with probability at most 16q4

N .

Proof. First, note that the total number of queries received by the simulator in Σ2 (either from
D or from the construction EM) is exactly the total oracle query cost q of the distinguisher.
Since entries in Π2 and Π3 are never adapted, they can never be overwritten either. Hence,
we only need to consider the probability of an overwrite in Π1 or Π4. Let BadRand be the
event that an overwrite occurs during a random assignment (i.e., at line (8)) and BadAdapt be
the event that an overwrite occurs when adapting a chain (v2, u3) (i.e., at line (48) or (49)).

We first consider the probability of BadRand. Consider a random assignment in Πi, for
i = 1 or 4, namely Πi(δ, w) := w′, Πi(δ̄, w′) := w, with w′ randomly defined as w′ := Pi(δ, w).
By Lemma 4 (i), there are at most q2 + q random assignments in Π1 and Π4, so that w′ is
uniformly random in a set of size at least N − (q2 + q). Moreover, this random assignment
cannot overwrite a value that was previously added during a random assignment, but only a
value that was added by ForceVal (i.e., when adapting a chain), and by Lemma 4 (ii) there
are at most q2 such values. Hence, the probability that w′ is equal to one of the at most q2

values previously added in table Πi by a call to ForceVal is at most q2

N−q2−q . Summing over
the at most q2 + q random assignments in Π1 and Π4, we get

Pr [BadRand] ≤ 2(q2 + q)× q2

N − q2 − q
≤ 8q4

N
. (10)

We now consider the probability of BadAdapt, conditioned on BadRand not happening.
Let BadAdapti be the event that a value is overwritten by the i-th call to ForceVal. We will
upper bound the probability

Pr
[
BadAdapti

∣∣∣¬BadRand ∧ ¬BadAdaptj , j = 1, . . . , i− 1
]
.

Consider the i-th execution of CompleteChain(v2, u3, `), and assume that BadRand does not
occur and BadAdaptj does not occur for 1 ≤ j ≤ i − 1. This means that no value was
overwritten before this i-th call to CompleteChain. For concreteness, suppose that this chain
completion was triggered by a call to Query(2, ·, ·) from the distinguisher, so that ` = 1
(the reasoning is symmetric for a call to Query(3, ·, ·) for which ` = 4). The simulator will
eventually call ForceVal(u1, v1, 1), and we must show that with high probability, the values
Π1(+, u1) and Π1(−, v1) are undefined previously to this call. We first consider the case of
v1. This value is defined by the simulator by setting k := v2 ⊕ u3 and v1 := u2 ⊕ k, hence
v1 = u2 ⊕ v2 ⊕ u3. Independently of the direction of the query of the distinguisher, and since
there are at most q random assignments in Π2, the value u2⊕ v2 comes at random from a set
of size at least N − q (if the distinguisher called Query(2,+, u2) then v2 is random, whereas
if it called Query(2,−, v2) then u2 is random). Hence, the probability that v1 is equal to one
of the at most q2 + q values already in Π1 is at most q2+q

N−q . We now argue that Π1(+, u1) is
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also undefined with high probability. For this, we show that the query E(−, k, y) made by
the simulator to wrap around when evaluating the IEM construction forward is fresh, i.e.,
it never made this query before nor received y as answer to a previous query E(+, k, x).
Assume that this does not hold. Then this means that such a query previously occurred when
completing another chain (v′2, u′3). But since we assumed that no value was overwritten in the
tables before this call to CompleteChain(v2, u3, 1), it can easily be seen that this implies that
(v′2, u′3) = (v2, u3), which cannot be since the simulator completes any chain at most once by
construction. This implies that the value x returned by E comes at random from a set of size
at least N − q2 (since by Lemma 4 the simulator makes at most q2 queries to E), so that
u1 := x⊕ k is equal to one of the at most q2 + q values already in table Π1 with probability
at most q2+q

N−q2 . Hence, summing over the at most q2 calls to CompleteChain, we obtain

Pr [BadAdapt|¬BadRand] ≤
q2∑
i=1

Pr
[
BadAdapti

∣∣∣¬BadRand ∧ ¬BadAdaptj , j = 1, . . . , i− 1
]

≤ q2
(
q2 + q

N − q
+ q2 + q

N − q2

)
≤ 8q4

N
. (11)

Combining (10) and (11) yields the result. ut

Lemma 6. For any distinguisher D of total oracle query cost at most q, one has

∣∣∣Pr
[
DΣ1(E,P) = 1

]
− Pr

[
DΣ2(E,P) = 1

]∣∣∣ ≤ 16q4

N
,

where both probabilities are taken over E ←$ BC(n, n),P←$ (Pn)4.

Proof. Recall that the distinguisher is sequential, i.e., it first queries only its right oracle
(which for both Σ1 and Σ2 is S(E,P)) and then only its left oracle (which is E in Σ1 and
EMS(E,P) in Σ2). We show that for any good pair (E,P), the transcript of the interaction
of D with Σ1(E,P) and Σ2(E,P) is exactly the same. This is clear for the transcript of the
first phase of the interaction, i.e., for the queries of D to S, since in both cases they are
answered by S using the same pair (E,P).9 For the second phase of the interaction (i.e.,
queries of D to its left oracle), it directly follows from the adaptation mechanism and the
fact that the simulator never overwrites values in its tables Πi that for any forward query
of the distinguisher, EMS(E,P)(+, k, x) = E(+, k, x), and similarly for any backward query,
EMS(E,P)(−, k, y) = E(−, k, y). Hence, the transcripts of the interaction of D with Σ1(E,P)
and Σ2(E,P) are the same for any good pair (E,P). Consequently,∣∣∣Pr

[
DΣ1(E,P) = 1

]
− Pr

[
DΣ2(E,P) = 1

]∣∣∣ ≤ Pr [(E,P) is bad] ,

from which the result follows by Lemma 5. ut

9 Note that the fact that the distinguisher is sequential is used precisely here: for a non-sequential distinguisher,
the behavior of the simulator would be different in Σ1 and Σ2 since in Σ2 the simulator would receive queries
from the IEM construction that it does not receive in Σ1.
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Transition from Σ2 to Σ3 and Randomness Mapping. We now consider the transition
from the second to the third system, using a randomness mapping argument similar to the
one of [HKT11, LS13]. For this, we define a map Λ mapping pairs (E,P) either to the special
symbol ⊥ when (E,P) is bad, or to a tuple of partial permutations P′ = (P ′1, . . . , P ′4) when
(E,P) is good. A partial permutation is a function P ′i : {+,−}×{0, 1}n → {0, 1}n ∪{∗} such
that for all u, v ∈ {0, 1}n, P ′i (+, u) = v 6= ∗ ⇔ P ′i (−, v) = u 6= ∗.

The map Λ is defined for good pairs (E,P) as follows: run DΣ2(E,P), and consider the tables
Πi of the simulator at the end of the execution; then fill all undefined entries of the Πi’s with
the special symbol ∗. The result is exactly Λ(E,P). Since for a good pair (E,P), the simulator
never overwrites an entry in its tables, it follows that Λ(E,P) is a tuple of partial permutations
as just defined above. We say that a tuple of partial permutations P′ = (P ′1, . . . , P ′4) is good
if it has a good preimage by Λ. We say that a tuple of permutations P = (P1, . . . , P4) extends
a tuple of partial permutations P′ = (P ′1, . . . , P ′4), denoted P ` P′, if for each 1 ≤ i ≤ 4, Pi
and P ′i agree on all entries such that P ′i (δ, w) 6= ∗.

Lemma 7. For any distinguisher D of total oracle query cost at most q, one has∣∣∣Pr
[
DΣ2(E,P) = 1

]
− Pr

[
DΣ3(P) = 1

]∣∣∣ ≤ 52q4

N
,

where the first probability is taken over E ←$ BC(n, n),P ←$ (Pn)4, and the second over
P←$ (Pn)4.

Proof. Let
ε

def=
∣∣∣Pr

[
DΣ2(E,P) = 1

]
− Pr

[
DΣ3(P) = 1

]∣∣∣
and assume w.l.o.g. that Pr

[
DΣ2(E,P) = 1

]
≥ Pr

[
DΣ3(P) = 1

]
.

By definition of the randomness mapping, for any good tuple of partial permutations P′,
the outputs of DΣ2(E,P) and DΣ3(P) are equal for any pair (E,P) such that Λ(E,P) = P′
and any tuple of permutations P such that P ` P′. Let Θ1 be the set of tuple of partial
permutations P′ such that DΣ2(E,P) outputs 1 for any pair (E,P) such that Λ(E,P) = P′.
Then

ε ≤ Pr [(E,P) is bad] +
∑

P′∈Θ1

Pr[Λ(E,P) = P′]−
∑

P′∈Θ1

Pr
[
P ` P′

]
. (12)

Fix a good tuple of partial permutations P′ = (P ′1, . . . , P ′4), and let |P ′i | = |{u ∈ {0, 1}n :
P ′i (+, u) 6= ∗}| = |{v ∈ {0, 1}n : P ′i (−, v) 6= ∗}|. Then, clearly,

Pr
[
P←$ (Pn)4 : P ` P′

]
= 1∏4

i=1(N)|P ′i |
.

Fix now any good preimage (Ẽ, P̃) of P′, where P̃ = (P̃1, . . . , P̃4), and let qe and qi (1 ≤ i ≤ 4)
be the number of queries made by the simulator respectively to Ẽ and P̃i in the execution
of DΣ2(Ẽ,P̃). One can check that for any pair (E,P), Λ(E,P) = P′ iff the transcript of the
interaction of S with (E,P) in DΣ2(E,P) is the same as the transcript of the interaction of S
with (Ẽ, P̃) in DΣ2(Ẽ,P̃). It follows that

Pr
[
E ←$ BC(n, n),P←$ (Pn)4 : Λ(E,P) = P′

]
≤ 1

(N)qe
∏4
i=1(N)qi

.
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(The exact value of this probability depend on the number of queries per key made to E,
but clearly it is maximal when all qe queries are made for the same key.) Moreover, since the
number of executions of ForceVal made by the simulator (i.e., the number of chain adaptations)
is equal to the number of queries made by the simulator to E, one has

4∑
i=1
|P ′i | = qe +

4∑
i=1

qi ≤ 2q2 + 4q, (13)

where the inequality follows by Lemma 4 (i) on the final size of the tables Πi maintained by
the simulator. Hence, we have

Pr [P ` P′]
Pr [Λ(E,P) = P′] = (N)qe

∏4
i=1(N)qi∏4

i=1(N)|P ′i |

≥ N qe+
∑4

i=1 qi

N
∑4

i=1 |P
′
i |︸ ︷︷ ︸

=1 by (13)

×
qe−1∏
j=1

(
1− j

N

) 4∏
i=1

qi−1∏
j=1

(
1− j

N

)

≥ 1− q2
e +

∑4
i=1 q

2
i

N

≥ 1− (2q2 + 4q)2

N
by (13)

≥ 1− 36q4

N
.

Combining this lower bound with (12), we obtain

ε ≤ Pr [(E,P) is bad] +
∑

P′∈Θ1

Pr
[
Λ(E,P) = P′

] (
1− Pr [P ` P′]

Pr [Λ(E,P) = P′]

)

≤ Pr [(E,P) is bad] + 36q4

N

∑
P′∈Θ1

Pr
[
Λ(E,P) = P′

]
≤ Pr [(E,P) is bad] + 36q4

N
.

The result follows from Lemma 5. ut

Concluding. The proof of Theorem 5 directly follows by combining Lemmas 4, 6, and 7. As
a corollary, we obtain from Theorem 4 that for any (q2, ε)-evasive relation R, the 4-round IEM
cipher is (q, ε+O(q4/2n))-correlation intractable with respect to R. Using again Example 1,
the Davies-Meyer compression function based on the 4-round IEM cipher is (q,O(q4/2n))-
preimage resistant in the Random Permutation Model. This is quite a weak security guarantee,
and as already explained, this motivates the search for a block cipher construction (potentially
the IEM cipher with a sufficient number of rounds) which is (q, σ, t, ε)-seq-indifferentiable from
an ideal cipher with σ = O(q) and ε = O(q/2n).
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A Formal Description of the Simulator

1 Simulator S(P):
2 Variables:
3 tables Π1, . . . ,Π4, initially empty

4 public procedure Query(i, δ, w):
5 if (δ, w) /∈ Πi then
6 w′ := Pi(δ, w)
7 Πi(δ, w) := w′

8 Πi(δ̄, w′) := w \\ may overwrite an entry
9 \\ complete newly created chains (v2, u3) if any

10 if i = 2 then
11 if δ = + then v2 := w′ else v2 := w
12 forall u3 ∈ Π+

3 do
13 CompleteChain(v2, u3, 1)
14 else if i = 3 then
15 if δ = + then u3 := w else u3 := w′

16 forall v2 ∈ Π−2 do
17 CompleteChain(v2, u3, 4)
18 return Πi(δ, w)

19 private procedure CompleteChain(v2, u3, `):
20 k := v2 ⊕ u3

21 case ` = 1:
22 \\ evaluate the chain bw. up to v1
23 u2 := Π2(−, v2)
24 v1 := u2 ⊕ k
25 \\ evaluate the chain fw. up to u1
26 v3 := Π3(+, u3)
27 u4 := v3 ⊕ k
28 v4 := Query(4,+, u4)
29 y := v4 ⊕ k
30 x := E(−, k, y)
31 u1 := x⊕ k
32 \\ adapt the chain
33 ForceVal(u1, v1, 1)

34 case ` = 4:
35 \\ evaluate the chain fw. up to u4
36 v3 := Π3(+, u3)
37 u4 := v3 ⊕ k
38 \\ evaluate the chain bw. up to v4
39 u2 := Π2(−, v2)
40 v1 := u2 ⊕ k
41 u1 := Query(1,−, v1)
42 x := u1 ⊕ k
43 y := E(+, k, x)
44 v4 := y ⊕ k
45 \\ adapt the chain
46 ForceVal(u4, v4, 4)

47 private procedure ForceVal(ui, vi, i):
48 Πi(+, ui) := vi \\ may overwrite an entry
49 Πi(−, vi) := ui \\ may overwrite an entry

29



B Proof of Theorem 3

Theorem 3 is a direct consequence of Lemma 1 and Lemmas 8 and 9 proven below. Following
the H-coefficient technique, we start by defining bad transcripts.

Definition 6. Let τ = (QE ,QP , k) be an attainable transcript. We say that τ is bad if

k ∈ BadK =
⋃

1≤i≤4
BadKi

where:

k ∈ BadK1 ⇔ there exists (∆,x, y) ∈ QE and (u, v) ∈ QP such that γ0(k ⊕∆) = x⊕ u
k ∈ BadK2 ⇔ there exists (∆,x, y) ∈ QE and (u, v) ∈ QP such that γ1(k ⊕∆) = v ⊕ y
k ∈ BadK3 ⇔ there exists (∆,x, y), (∆′, x′, y′) ∈ QE with ∆ 6= ∆′ such that

γ0(k ⊕∆)⊕ γ0(k ⊕∆′) = x⊕ x′

k ∈ BadK4 ⇔ there exists (∆,x, y), (∆′, x′, y′) ∈ QE with ∆ 6= ∆′ such that
γ1(k ⊕∆)⊕ γ1(k ⊕∆′) = y ⊕ y′.

Otherwise, τ is said good. We denote Tbad the set of bad transcripts, and Tgood = T \ Tbad
the set of good transcripts.

First, we upper bound the probability to get a bad transcript in the ideal world.

Lemma 8.
Pr[Tid ∈ Tbad] ≤ 2qeqp

N
+ (δ(γ0) + δ(γ1))q2

e

2N .

Proof. In the ideal world, the key k is drawn uniformly at random at the end of the query
phase. Hence, we simply have to upper bound the size of BadKi for i = 1, . . . , 4, for any query
transcript (QE ,QP ). Fix any query transcript (QE ,QP ). For any pair (∆,x, y) ∈ QE , (u, v) ∈
QP , there is exactly one key such that γ0(k ⊕∆) = x ⊕ u since γ0 is a permutation. Hence,
we have |BadK1| ≤ qeqp. Similarly, |BadK2| ≤ qeqp. For any pair (∆,x, y), (∆′, x′, y′) ∈ QE
with ∆ 6= ∆′, there are at most δ(γ0) keys satisfying γ0(k ⊕∆)⊕ γ0(k ⊕∆′) = x⊕ x′. Hence
|BadK3| ≤ δ(γ0)q2

e/2. Similarly, |BadK4| ≤ δ(γ1)q2
e/2. Hence the result. ut

Then, we consider good transcripts.

Lemma 9. For any good transcript τ ∈ Tgood, one has Pr[Tre = τ ] ≥ Pr[Tid = τ ].

Proof. If Tgood = ∅, there is nothing to prove. Otherwise, fix a good transcript τ = (QE ,QP ,
k). Let m denote the number of distinct offsets ∆ appearing in the query transcript QE , and
for i = 1, . . . ,m, let qi denote the number of queries with the i-th offset (ordering the offsets
arbitrarily). Note that

∑m
i=1 qi = qe. Then, in the ideal world, we simply have

Pr[Tid = τ ] = Pr[k′ ←$ {0, 1}n : k′ = k]× Pr[P ←$ Pn : P ` QP ]
× Pr[E ←$ BC(n, n) : (E, k) ` QE ]

= 1
N
· 1

(N)qp
· 1∏m

i=1(N)qi
.
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On the other hand, since the transcript is good, all values x⊕ γ0(k⊕∆) for (∆,x, y) ranging
over QE are pairwise distinct, and also distinct from all values u for (u, v) ∈ QP , and similarly
all values y ⊕ γ1(k ⊕∆) for (∆,x, y) ranging over QE are pairwise distinct, and also distinct
from all values v for (u, v) ∈ QP . Hence

Pr[Tre = τ ] = 1
N
· 1

(N)qp+qe
.

Since (N)qp+qe ≤ (N)qp(N)qe ≤ (N)qp
∏m
i=1(N)qi , we get the result. ut

C Known-Key Attacks

Andreeva et al. [ABM13], in an attempt to formalize known-key attacks, have introduced the
notion of known-key indifferentiability (KK-indifferentiability), and shown that the 1-round
Even-Mansour cipher is KK-indifferentiable from an ideal cipher. KK-indifferentiability for a
block cipher construction CF is defined in a similar way as (full) indifferentiability, except that
a random key k is drawn at the beginning of the security experiment, and the distinguisher is
restricted to querying the construction CF in the real world or the ideal cipher E in the ideal
world with the key k. Moreover, in the ideal world, the simulator is given the key k as input.

We argue however that the notion of [ABM13] is slightly too restrictive to fully capture
known-key attacks, because their definition involves only one single random key. If one tries
to consider attacks with larger key arity, then the 1-round Even-Mansour cipher is not secure
against known-key attacks. Consider the following simple example of a known-key attack
against the 1-round Even-Mansour cipher (with identical round keys) involving two random
keys. The adversary receives two random keys k 6= k′. It picks an arbitrary x ∈ {0, 1}n and
defines x′ = x ⊕ k ⊕ k′. Let y = EMP

k (x) and y′ = EMP
k′(x′). Then one can easily check that

x ⊕ x′ = y ⊕ y′. Yet for an ideal cipher E, given two random keys k 6= k′, finding two pairs
(x, y) and (x′, y′) such that Ek(x) = y, Ek′(x′) = y′, and x ⊕ x′ = y ⊕ y′ can be shown to
be hard: more precisely, an adversary making at most q queries to E finds such pairs with
probability O( q

2

2n ). In other words, for the 1-round EM construction, the adversary can very
easily find a binary relation which is (q,O( q

2

2n ))-evasive with respect to an ideal cipher and
involves the two “challenge” keys k, k′.

It is straightforward to extend the KK-indifferentiability definition of [ABM13] to handle
larger key arity, by restricting the distinguisher to query its left oracle (CF /E) on a set of at
most m keys k1, . . . , km randomly drawn at the beginning of the experiment. Then, for m > 1,
the 1-round IEM cipher is not KK-indifferentiable from an ideal cipher under this definition,
as shown by the attack outlined above.

Similarly, one could easily modify the definition of correlation intractability (cf. Defini-
tion 3) in order to better capture the known-key setting, by simply drawing m′ random keys
k1, . . . , km′ given as input to MF , and imposing to M that its output (α1, . . . , αm) only
involves the “challenge” keys k1, . . . , km′ .

We leave the study of these new notions to future work.
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